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Abstract - Asymmetric neterorks are defined to be those in the
forward (or downstream) and reverse (or upstream) link speeds
may assume different values. These types of networks are beeom-
ing more prevalent due to the growing penetration of Hybrid
Fiber Coax (HFC) and Asymmetric Digital Subscriber Loop
(ADSL) systems, in the last mile or local loop. Consequently, it ks
important to understand and quantify the cffect that asymmetry
has on the performunce of TCP applications. In this paper we
study the effect of varying the upstream buffer size on TCP per-
formance. We characierize the maximum achievable throughput
as a function of the number of upstream buffers, and also com-
pute the minimum downstream buffer size required to achieve full
link throughput.

L INTRODUCTION

Asymmetric networks are defined to be those in the forward
(or downstream) and reverse {or upstream) link speeds may
assume different values. These types of networks are becoming
more prevalent due to the growing penetration of Hybrid Fiber
Coax (HFC) and Asymmetric Digital Subscriber Loop (ADSL)
systems, in the last mile or local loop. Conscquently, it is
important o understand and quantify the effect that asymmetry
has on the performance of TCP applications, An excellent start
in this direction has been made by Lakshman et.al, [1], who
cammied out a detailed analysis of the effect of the downstream
buffer size and random loss on TCP performance, as the asym-
metry ratio between the downstream and upstream link speeds
changes. This paper is a continuation of this work, and our
main contributions are:

*  Quantification of the effect of the upstream bujfer size on
TCP performance: For the case when the upstream link
speed is smaller that the downstream link speed, we show
that the upstream buffer size exerts a strong influence on
TCP performance, In particular, we show that is the
upstream buffer size is smaller than a certain threshold,
then a downstream TCP application performance is the
same as in a system with symmetric links (Fig, 4). For
upstream buffer sizes larger than this threshold, the TCP
throughput decreases monotomeally with buffer size, until
it reaches a stable minimum value, at a larger busfer size
threshold. In their analysis [1], Lakshman et.al. overiocked
this vanation, since they assumed that the upstream buffers
in an asymmetric system are always overflowing in stcady
state, which turns out not to be the case.
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Fig, 1. System Model

*  Quantification of the downstream buffer size required to
achieve full link throughput for asymmetric systems: We
extend the resulis in [1] on this subject, by explicitly con-
sidening the effect of the upstream buffer size on the down-
stream buffering requirements. Specifically we show that
the rule of thumb which says that the number of down-
stream buffers should be at least equal 1o the delay band-
width product in order to achieve full downstream hnk
throughput, does not hold any longer in a asymmetric sys-
tem. In fact the required number of downstream buffers in
order to do is greater than the delay bandwidth product
(Fig. 3), and the difference between the two numbers is pro-
portional to the number of upstream buffers and the asym-
metry ratio in the system.

The rest of this paper is organized as follows: Section IT has

the notation and definitions used in the rest of the paper. Sec-
uons [T and IV provide conditions under which full TCP
throughput 1s achieved in the downstream direction, as a func-
tion of the upstream buffer size, the asymmetry ratio and the
delay-bandwidth product for the system, Section V analyzes
the effect of the upstream buffer size on the throughput of TCP
applications.

II.  NoTamoNn
Asin 1], we will consider the simplified system model in

Fig. 1. Only the bottlencck links are explicitly modeled for
both directions of data flow. For the purposes of the analysis in



this paper, we will assume that the TCP Reno Algorithm [2), is
being for congestion control.

Define the followng:

Cq (Rg). Capacity of the downstream channel, in bit/s (packets/
s).

Cq (Ry). Capacity of the upstream channel, in bits/s (packets/
Sh

Py. Packet size in the downstream direction, in bits
P, Packet size in the upstream direction, in bits.

Bg. Number of packet sized buffers in the downstream channel
device

B, Number of packet sized buffers m the upstream channel
device

Ty Total downstream latency, in seconds.

T,- Total upstream latency, in seconds,

F. FTP rate mn the downstream dircction, in (packets/s).

W. TCP Window Size in packets, for a downstream FTP.

Wiim - Maximum window size for the TCP connection. This
number cannot excced 64 Kbytes.

Wagrax- The system packet capacity. An increase in window
size beyond this value, causes a packet loss (see equation 4 for
an expression for Wy i),

Note that
45 €
d
Ry= 5 deu=-—“ (EQ D)
d u

The total round trp latency in the system T, is given by

1 1
T=T+T +—+— (EQ2)
. Rd Ru
Define a parameter k as follows:
Ry
k= (EQ3)
2R,

Note that the definition of k is different from that nsed i [1],
due to the fact that we explicitly take into account that most
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TCP implementations use the “Delayed ACK” policy. so that
the number of ACKs 15 reducced by balf in steady state. As
pointed out 1n [1], systems with k> 1 have 2 fundamentally
different behavior, 2s compared to systems with k < 1. This is
duc to the fact that k> 1 causes the rate of packet ammival into
the upstream buffer to exceed the upstream link capacity, thus
stressing this buffer. It also increases the burstiness of the
downstream traffic,

III.  BUFFER OVERFLOWS
A.  OBRIECTIVE

Qur basic objective is have enough buffers in the system to
achieve throughput equal to the link capacity. A necessary con-
dition for achieving this objective 1s to have enough buffers in
the system, so that there no buffer overflows, even with large
window sizes. This is the criteria that is analyses in this sec-
tion. However, the application of this criteria to situations in
which the delay-bandwidth product is small can lead to an
overestimation of the numbers of buffers needed. In such situa-
tions it is possible 10 achieve throughput equal to link capacity,
even in the presence of buffer overflows, provided certain con-
ditions hold. In Section IV we take this into account and pro-
vide sutficient conditions that guarantee full throughput in the
presence of buffer overflows.

Buffer overflows in the downstream hink interact with the
TCP congestion control algorithm in ways that cause the sys-
tem throughput to decrease. Hence one of our objectives in
deciding upon the buffer sizes, 1s 10 have enough buffers to
avoid this situation.

There are two conditions which can lead 1o buffer overflow:
* The total buffer carrying capacity of the system s less than
the TCP window size. This scenario is analyzed in Section
B,
* The downstream link 15 subject to large packet bursts at link
rate. This scenario is analyzed in Section III C.

We derive in-equalities (10), (11) and (12) which have to be
satisfied in order to avoid these two scenarios.

B. BUFFER OVERFLOWS DUE TO INSUFFICIENT SYSTEM
PACKET CaPACHTY

The system capacity is defined to be the maximum number of
packets that can be in the system at the same time. These pack-
ets can be either waiting for service at a buffer, or in transit
across 2 link. When the TCP window size exceeds the system
capacity. then it leads 1o buffer overflows,

The total system capacity Wy ,y is given by the following
formulae:



Wiy = R;T+By+2kB, ifk> 1 (EQ 4)

Wypax =R T+ B, if k<1 (EQS)

Derivation of equation (4): Let W(D) and W(U) be the packet
capacities of the downstream and upstream links respectively.
Then by Little’s Law,

_ I B
W(D) = Ra(Td+Rd+Rd) EQS)
R, B,
W(U)-2x-—(7‘+R R) (EQT)

In order 10 derive (6), notc that Ry is the maximum rate at
which the downstream link can recetve packets, and the
expression in the brackets is the maximum delay that a packet
can experience, assuming that all the downstream buffers are
full. In order to derive (7). note that the rate of ACKs entering
the upstream queue is Ry/2, and since cach ACK represents
two packets, we multiply this expression by two, Using the fact
that Wygay = W(D) + W(U), we arrive a1 (4).

Derivation of equation (5): In this case the following equa-
tions hold

B

W(D) = R4(T4+—+ “) (EQS)
Rd

W) = 2x—=— (T + ) (EQ9)

Note that since k < 1, it follows that Ry/2 <R, so that there
15 no build-up of the upstream queue size in the upstream direc-
tion. Hence unlike for the case k > | in equation (7), W(U)
does not have a dependency on B, the upstream bufTer size.
Once again by adding (8) and (9), we amrive at (5).

Equations (4) and (5) tic together the latency, the asymmetry
factor, the buffer sizes and the downstream packet rate with
Wiax which is the maximum number of packets that the sys-
tem can support. If Wy, 1 is 1ess than 64 Kbytes, then a value
of TCP window size W ¢ greater than Wiygay; canses buffer
overflows in the system. Hence objective in choosing the
buffer sizes By, and By 15 that they should be sufficiently large
so that

R I'+ By+2kB, > 64 Kbytes, ifk>1 (EQ10)
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R, T+ B,;>64 Kbytes, ifk<1 EQ 1)
From the structure of equations (10) and (11), 1t follows that
systems with k > | need a smaller number of downstream buff-
ers in order to satisfy (10), because of the contribution from the
upstream buffers to the RHS of the equation, However as we
show in Section V, having 100 many upstrcam buffers reduces

the maximum throughput that the system can support.

C. BUFFER OVERFLOWS DUE TO BURSTY TRAFFIC

Tt may happen that the TCP window size is less than the sys-
tern capacity, but the downstream link 15 subjeet 1o 2 large burst
of packets at link rate. This situation 1 peculiar to systems with
k> 1. It is caused when the number of upstream buffers is kept
small te enhance the system throughput (the reason for doing
so 1s discussed in Section V). This leads 1o overflow of ACKs
in the upstream buffer, so that on the average only one out of k
ACKs is able 10 enter the buffer. Due to the cumulative
acknowledgment policy m TCP, this ACK carmries the acknowl-
edgment for 2k packets (since cach ACK acknowledges 2
packets). When this ACK gets to the source, it leads to the
release of a burst of size 2K into the downstream link. Hence in
order to avoid buffer overflow, the following condition should
be satisfied:

B 4> 2k (EQ12)
IV, Crrteria FOR ACHIEVING FULL THROUGHPUT IN THE
PRESENCE OF BUFFER OVERFLOWS

The critena given for the smallest buffer sizes needed to
ensure that there are no packet losses mn equations (10), (11)
and (12), consutute a sufficient but not necessary condition for
the resulting throughput to be equal to the link rate. It is possi-
bie for (10) and (11) to be violated, and still be able to achieve
full Iink rate. In this section we explore this situation in greater
detail, and derive equations that constitute necessary and suffi-
cient conditions for the throughput to equal the link rate. In the
process we obtam the smallest possible downstream buffer size
needed 10 guarantee full link rate.

In the rest of this section we find 1t convement to revert to the
units of Kbytes for the buffer and window sizes.

A. THECASEK<I

If k = 1, then the following two mnequalitics constitute neces-
sary and sufficient conditions for the downstream throughput
to cqual the line rate:



Bd. Number of Dwnsiream Buffers

32 Kbytes 64
Delay Bandwidth Product, RyT

Fig 2. Full Link Rate s achieved in the shadad region, fork < 1

B> R,T if R,T<32 Kbytes (EQ 13)

B,>64 Kbytes—R,T
if R,T" >32 Kbytes

(EQ 14)

Note that inequality (14) is identical 10 (11). The region in
which (13) and (14} are simultaneously satisfied, has been
shaded in Fig. 2. From thus result 1t follows that (11) (or (14))
provides a tight bound for the buffer size, only if the delay
bandwidth product R T, exceeds 32 Kbytes. It énsures that the
packet capacity of the system exceeds 64 Kbytes, so that there
is 1o loss. An extrapolation of (I1) for the case RyT <32
Khytes, results in an overestimation of the amount of butfering
required to attain link rate, in this range of the delay bandwidth
product, it is pessible to loose packets and stll attain link rate,
provided the mequality {13) is satisfied.

In order to denve (13)-(14), note that if

Wyiiv =
—X L R,T then F = R (EQ15)

2

The reason for this criteria is connected with the functioning
of congestion control mechanism in TCP Reno, When there is
a single packet loss at 2 window size of Wy 4y, the window
falls to half this value. After this event, if (15) holds, then the
resulting throughput 1s sull greater than R g, so that the resuli-
ing average throughput stll equals the link rate.

Substituting the expression (5) for Wy .y, We amrive at the
cquivalent condition

By>R,T (TQ 16)
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Fig 3. Full link rate = achieved in the shaded regon, fork = 1

Hence if (16) 1s satisfied, then it is possible to schieve link
rate, even though the system packet capacity :s less than 64
Kbytes. In order for these two conditions to occur simulty-
neously, the followmng set of mnequalities hold true:

R,;T<B,;<64 Kbytes —R,T, EQ1T)
e,
R;T'<32 Kbytes. FQ 18)
which coneludes the proof.

When RyT > 32 Kbytes, then a value of By =64 Kbytes -
RyT. which is less that RyT, is sufficient to make the system
packet capacity exceed 64 Kbytes, and thus attain full link rate
by those means.

B. THECASEK >}
Irk = 1, then the following two inequalities constitute neces-

sary and sufficient conditions for the downstream throughput
to equal the line rate:

B> max(R T+ 2kB,, 2k) (EQ19)
if R,7<32 Kbytes-2kB,
B,>max(64 Kbytes- R, T-2kB,2k) (EQ20)

if RyT >32 Kbytes— 2kB,

Note that inequality (20) is identical to (10). The region in
which (19) and (20) are simultancously satsfied, has been
shaded 1n Fig. 3. From thss result it follows that (10) (or (20))
provides a tight bound for the buffer size, only if the delay
bandwidth product RyT, exceeds 32 Kbytes - 2kB,,. It ensures



that the packet capacity of the system exceeds 64 Kbytes, so
that there is no loss. An extrapolation of (10) for the case RyT
<32 Kbytes - 2kB,, results in an overestimation of the amount
of buffering required to attain link rate. In this range of the
delay bandwidth product, it is possible to loose packets and
still anain link rate, provided the incquality (19) is satisfied.

In order to denve (19)-(20), we assert that in addition to (15),
the following condition is required to achieve full link through-
put.

Wrax 7
2 < B d then F = R d -
Note that as a result of {15) and (21), inequality (16) is auto-
matically satisfied for k > 1. We provide the following justifi-
cation for (21): There is a significant difference between the
window size evolutions in TCP Reno for the case k> 1 and the
casc k < 1. As pointed out in [1], in the case k> 1, a single
packet drop may be followed by a TCP re-transmission timer
time-out, so that the window re-initializes 1o one segment at
the beginning of each cycle, while for the case k < 1, the win-
dow only drops to half its maximum value after each packet
loss, This difference is caused due to the fact that the Fast
Recovery scheme in TCP Reno was designed for symmetric
networks, and does not work very well for slow upstream links,
It results in a burst of Wyyg4x/2 packets sent into the network
when the ACK for a re-transmitted packet arrives. Thus if By <
Wigax/Z; then it results in multiple packet drops which usually
results in a time~out, while if (21) is satisfied, then the Fast
Recovery phase does not cause any additional packet drops.

(EQ21)

Substituting expression (4) for Wy y. We amive at the cquiv-
alent condition
By>R,T+2kB, (EQ22)
Hence if (22) is satisfied, then it is possible to achieve link rate,
even though the system packet capacity is less than 64 Kbytes.
In order for these two events to hold simultaneously, the fol-
lowing set of mequalities hold true:
R,T+2kB, < B;< 64Kbytes—R,T~2kB,, (EQ23)
Le,
R;T<32 Kbytes— 2kB, . (EQ24)
which concludes the proof.

When RyT > 32 Kbytes - 2kR,, then a value of By = 64 Kbytes
- RyT - 2kB,, which is less that RyT + 2kB,, is sufficient to
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Fig 4. Vanation of downstream throughput a5 a function of the number of
upstream buffers, fork > 1

make the system packet capacity exceed 64 Kbytes, and thus
attain full link rate by those means.

V. VariATiON OF THROUGHPUT WITH NUMBER OF
UpsTREAM BUFFERS

The eritena developed in Section IV tell us the minimum
downstream buffer size required to achieve throughput equal to
the lmk rate.One of the assumptions made in that analysis, is
that in steady state, in the absence of downstream buffer over-
flows, the throughput equals Ry, However for the case k > 1,
this assumption is not satisfied. In this section we investigate
this situation in greater detail, and provide deatiled information
on the vanation of the throughput as a function of various sys-
lem parameters. We will show that systems with k> 1 exhibit
an interestmg variation in performance, as the number of
upstream buffers is changed (Fig. 4). There exist two numbers
B(1) and B(2) (see equations (29) and (30) for a definition),
such that:

¢ If the number of upstream buffers exceeds B(1), then the
system throughput cannot exceed 2R,

s Asthe number of upstream buffers is reduced below B(1),
the system throuphput gradually increases until it resches
the maximum of Ry at a buffer size of B(2).

This result shows that in order to attam full link rate, the num-
ber of upstream buffers should lie below the threshold B{2).
Hence the analysis in Scction TV is valid for systems with k >
1, only if B, < B(2).

Define B’ and By as the steady state queue lengths at the

downstream and upstream links respectively. The calculstions
in Sections V. A and V. B are based on the application of Lit-
tle’s Law 1o the system,



FB, FB,

Wing = FT+ _Rd + R (EQ25)
or equivalently,
W,
F= LIM = (EQ26)
=Hgd
T+ R + R

where F is the Steady state throughput and Wy ¢ is the TCP
window size.

The following Lemma is used in proving the results in Scetions
V.Aand V. B:

Lemma |:
W,
lf-LT',l'z<x,lhan<x. (EQ27)
WLInW
If—?,—-ZRd.lllcndlhetB'“>OorB’¢>0. (EQ28)

Proof: Inequality (27) follows from (26). Equation (28) fol-
lows from (26) and the fact that F cannot be larger than Ry,

We will use the following notation for the buffer thresholds
that will be used in this section:

Wyns~2R,T

B(1) = (EQ29)

®Q 30)

A THECASEK>1
(la):- If

Wing<2R,T. (EQ31)
B'd=3'“=0. (EQ32)

and

W
LiM
F= = <2R, .
Progf: From (31) and Lemma 1 it follows that F < 2R, which
leads to B’ = 0. Since k > 1, it follows that F <Ry, so that B’

= 0. Substituting thesc values for the buifer sizes into (26), we
obtain (33).

(EQ33)

This result tells us that i the window size is very small, then
there is no steady state queue build-up in either the upstream or
downstream buffers. The rate at which ACKSs fill the upstream
buffer is smaller than the upstream link speed, which leads to
this situation.

(1b): 1If
Wing>2R,T and B, > B(1) (EQ34)
then
B,=B(1)and B, =0 (EQ35)
and
F=2R, . (EQ 36)

Proof: Note that since the upstrezm buffer is in steady state, its
mput and output rates must balance each other, from which it
follows that F = 2R,,. Since k > 1, it follows that F < Ry, so that

B’y =0. Substituting these values into (25), we obtain that B’
=B(1).

This result tells us that as the window size increases beyond
2R, T, a steady state backlog develops over the upstream
queue, whose size is given by B(1). As long as the number of
upstream buffers exceeds B(1), the system will stay in this state
of low throughput, even if the window size is increased beyond
RyT.

(fe): If

R>Wyp,>2R,T and B, <B(1) (EQ37M)

then

B,=B,and B;=0 (EQ38)
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WQHM
—T B.,< R,
TR

u

2R, <F = (EQ39)

Proof: Since Wipg <RyT, it follows that B3 = 0. If the num-
ber of upstream buffers is reduced below the threshold B(1),
then this buffer overflows and ACKs begin to get dropped.
This also leads to the situation in which B’y = B, Substituting
these values of buffer occupancy into (25), we obtain an equa-
tion for the resuiting throughput F in (39).

Note that, by virtue of the fact that the upstream buffer is now
dropping ACKs, each ACK that makes it back to the source is
now ACKing k downstresm packets. This allows the resuiting
throughput to exceed 2R, ,.

(ld): It
Wing>RT and B(2)<B, <B(1) (EQ40)
then
B,=B,and B;=0 EQ 4D
and
W
2R, <F = g, (EQ42)
o
T+R

Proof: Tn the previous seetion, since Wy py < RyT, it followed
that B(2) < 0. However if Wy 5, > RyT then B(2) >0, and the
result in this section tells us that cven under this condition, as
long as B,, > B(2), equations (38) and (39) continue 1o hold. In
order 1o prove this, note that in the expression for F in (39), as
By, is decreased, F increases. But aslong as B, >B(2), F
remains less than Ry. Thus B" stays at 0 and the result follows.

(Ie): 1If
Wing>R,T and B, < B(2) (EQ43)
then
B,=B, and B'y = W;,,,—R,T-2kB, (EQ44)
and

F=R, (EQ 45)
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Proof- If B, decreases below B(2), then from (42) 1t follows
that F = Ry, Under this condition, the steady state queue length
in the downstream buffer also becomes greater than zero. and
substituting for F and B7, into (25), we obtam the expression
for the steady state value of B'4 in (44).

B. THECASEK <!

(2a): I
Wing <R, T (EQ 46)
then
B,=0and B, =0 EQ 4T
and
F= 7Y <R, (EQ48)

T

Proof: From (46) and Lemma | it follows that F <Ry, which

leads 10 (47). Substituting these values for the buffer sizes into
(25), wc obtain (48),

(2b): If
Wing>RyT (EQ49)
then
B,=0and 5= Wy —R, I (EQ 50)
and
F=R,. EQ5NH

Proof: Note that even though W ne> RyT, B, stays at 0, since
k < I so that even the maximum rate into the upstream buffer is
not sufficient to saturate it. Since the downsteeam buffer is in
steady state, it follows that F = Ry and substituting for F and
B’ into (25), we obtain the expression for B' 4 in (50).

VI FINAL CRITERIA

Combining the conditions in Sections IT1, TV and V, we armive
at following criteria for the minimum downstream buffer size
required to achieve throughput equal to the full link capacity:

B ;2 max(min(R,;T, 64KB - R;T), 0) (EQ52)
ifk<1



B2 max(min(R,T+2kB,, (EQ53)
64KB - R,T'-2kB,), 2k)
and B, <B(2) ifk>1

From Fig.2 and 3, note that a buffer size of 32 Kbytes is an
upper bound to the expression on the RHS of (52) and (53),
urespective of the valuc of the delay-bandwidth product (pro-
vided 2k 1s less than 32 Kbytes for k > 1).

VI, CoNncLusioN

In this paper. we were able to show that Several aspects of
TCP performance change significantly when operating in an
asymmetric environment. Some well known “folk theorems”
and rules of thumb no langer apply. In particular, the upstream
buffer size and the asymmetry factor play a major role in deter-
mining the system performance and downstream bufTer
requirements, and this paper takes a first step in understanding
and quantifying the effect of these variables.

Some of the directions in which this work can be extended,
are:

* Extensions to other TCP flow control schemes: We only
considered the TCP Reno flow control, which is cusrently
the most common one on the Intemet. Other schemes such
as Tahoe and SACK need to be analyzed as well,

= Extension to channels with errors: We assumed thal the
channel was error free. More realistic channel models, such
as those with iid or bursty errors need to be considered.
Such an analysis would be especially relevant for the wire-
less broadband access case.

* Extension to shared upstream channels: This paper
assumed that the upstream channel 1s dedicated, which is #
good assumption for ADSL systems and for cable or wire-
less broadband access system with phone return. However
for 2-way cable or wireless systems, the upstream channel
is shared among multipe uscrs, and the effect of this on
TCP performance needs to be analyzed.
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