
Lecture 1
Subir Varma



} Class Time:
Sat, Feb 10: 10AM – 12 Noon, 2PM - 4PM
Sun, Feb 11: 10AM – 12 Noon
Mon, Feb 12 – Fri, Feb 16: 6:30PM – 8:30PM
Sat, Feb 17: 10AM – 12 Noon, 2PM – 4PM

} Classroom: Academic Block 3, FF216
} Lectures available at Website: 

https://subirvarma.github.io/GeneralCognitics/Courses.html

} Contact Information: subir.varma@iitgn.ac.in



“Reinforcement Learning: An Introduction” by 
Richard Sutton and Andrew Bartow.

2nd Edition: Available online at: 
http://incompleteideas.net



Knowledge of
} Introductory Machine Learning
} Basic Probability Theory, Markov Chains
} High school level Calculus (Partial 

Differentiation)

Software Knowledge:
} Python Programming
} Keras, PyTorch



Science of Making Decisions
By Interacting with the Environment





Training Using
Labeled Examples

Training Using Rewards

Detection of
Patterns in 

Unstructured Data





• Playing Video Games such as Atari, Go or Chess
• Training an LLM: Reinforcement Learning based 

on Human Feedback (RLHF)
• Optimizing Online Ads
• Making a Robot walk
• Managing an Investment Portfolio







Agent

Environment
Agent has no control over the

Environment’s response



Agent: Player

Environment: Game Software

State:
Last 4

Screens





Playing Atari Breakout

https://www.youtube.com/watch?v=V1eYniJ0R
nk&vl=en

https://www.youtube.com/watch?v=V1eYniJ0Rnk&vl=en
https://www.youtube.com/watch?v=V1eYniJ0Rnk&vl=en
https://www.youtube.com/watch?v=V1eYniJ0Rnk&vl=en






























A Value Function specifies what is good in the long run

It is better to make decisions on the basis of Value Functions
rather than Immediate Rewards



The Agent’s Representation of the Environment



Computation of the Value Function v(s)

Computation	of	the	Policy	Function	𝜋(𝑠)















Objective: Learn v(s)

Objective: Learn 𝜋(𝑠)

Objective: Learn Both
v(s) and 𝜋(𝑠)



Plan ahead before
taking Action

Take Action and proceed
by Trial and Error



The Agent does
not have any
visibility into how
the next State and
Reward are being
generated by the
environment



The Agent has a
Model for the
environment

Agent

Agent’s World Model







Model Free

Model Based













} Environment: All the roads between Home 
and Work, with random traffic loads

} Action: At each Intersection – Go Straight, Go 
Left, Go Right

} Reward: -(Time elapsed)
} State: What we see in Front (+Side and 

Backview mirrors)



} Algorithm 1: Trial and Error
◦ Repeat N Times
� Try out a route – i.e. choose a Policy
� Keep track of delays while carrying out Policy
◦ Choose optimal route based on delays observed 

while following the N Routes
} Algorithm 2: Model Based
◦ Before starting commute, consult Google Maps. Run 

some scenarios based on the traffic.
◦ Choose Route with least traffic.





Two Types of Reinforcement Learning Algorithms:
1. Tabular Reinforcement Learning

2.   Deep Reinforcement Learning



Agent: Player

Environment: Game Software

State:
Last 4

Screens

Agent is implemented
using a Neural Network



Deep Models allows RL algorithms to solve Complex Decision Making
Problems End-to-End



State Space
Training Episodes

Neural Network approximates the
Value Function for parts of the State
space outside the sample episodes



Deep Reinforcement Learning: Can Solve Complex 
Decision Making Problems with Complex Sensory Input





} Lecture 1 – Introduction to Reinforcement Learning: Introduction to Reinforcement Learning and 
discussion of important applications, An historical overview of the development of this topic.

} Lecture 2 – Markov Decision Processes: Markov Processes, Markov Reward Process, Value Function, 
Markov Decision Processes, Policies, Bellman Expectation Equation, Optimal Value Function, Optimal 
Policies, Bellman Optimality Equation.

} Lecture 3 – Planning by Dynamic Programming: Estimating the Value Function of a known MDP by 
Dynamic Programming, Policy Evaluation, Policy Iteration, Value Iteration.

} Lecture 4 – Model Free Prediction: Estimating the Value Function of an unknown MDP, Monte Carlo 
(MC) based Policy Evaluation, Temporal Difference (TD) Learning, Comparison of MC and TD Methods.

} Lecture 5 – Model Free Control: Optimizing the Value Function of an Unknown MDP, Epsilon Greedy 
Policies, On Policy Monte Carlo Control, On Policy Temporal Difference Control, SARSA Control, Off 
Policy Learning, Q-Learning.

} Lecture 6 – Overview of Deep Learning Neural Networks: Supervised Learning, Function 
Approximations using Deep Learning, Training Algorithms, Convolutional and Recurrent Neural 
Networks

} Lecture 7 – Value Function Approximation using Deep Learning: Large Scale Reinforcement Learning, 
Types of Value Function Approximations (VFA), VFA using Deep Learning Networks, Monte Carlo based 
VFA, Temporal Difference based VFA, Deep Q Networks (DQN), Advanced DQN Algorithms.

} Lectures 8 – Policy Gradient Methods: Policy based Reinforcement Learning, Policy Optimization, 
Policy Gradient, Monte Carlo based Policy Gradient (REINFORCE), Actor-Critic Algorithms. 

} Lectures 9 – Integrating Learning and Planning: Model based Reinforcement Learning, Learning 
Models from experience, Planning with a Model, Integrated Learning and Planning, Dyna-Q Algorithm, 
Monte Carlo Tree Search (MCTS) Algorithm, AlphaGo Zero Algorithm

} Lectures 10 – RLHF: Reinforcement Learning based on Human Feedback, Large Language Models, 
Reward Models, Proximal Policy Optimization (PPO) Algorithm



Sutton and Barto:
- Chapter 1
- Chapter 3: Sections 3.1 – 3.4


