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We have learnt how to design Neural Networks that 
can:
} “See” (ConvNets)
} “Hear” (RNNs, LSTMs)
} “Talk” (Language Models)
} “Draw” (GANs)

What about Neural Networks that can make 
decisions?

A Sequence of Decisions to Achieve an Objective



Science of Making Decisions
By Interacting with the Environment











Agent: Player

Environment: Game Software
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Deep Reinforcement Learning



In Reinforcement Learning a
Model is represented by a
Markov Decision Process
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A Value Function specifies what is good in the long run

It is better to make decisions on the basis of Action Value Functions
rather than Immediate Rewards

𝑞 𝑠, 𝑎 = 𝐸&[𝑅'() + 𝛾𝑅'(* + 𝛾*𝑅'(+ +⋯|𝑆' = 𝑠, 𝐴' = 𝑎]









𝑞 𝑠, 𝑎 = 𝐸&[𝑅'() + 𝛾𝑅'(* + 𝛾*𝑅'(+ +⋯|𝑆' = 𝑠, 𝐴' = 𝑎]

Deep Q Networks

Choose the Action
with the highest
Value Function



Deep Models allows RL algorithms to solve Complex Decision Making
Problems End-to-End



Train a Neural Network to implement the	
Action	Value	Function	q(s,a)

Train a Neural Network to implement the
Policy Function 𝜋(𝑠)
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ℒ = −[𝑡 log 𝑦 + 1 − 𝑡 log(1 − 𝑦)]
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Data







Collect Training Data
(Play the Game)

Modify Weights
(with Backprop)







No!
Two Solutions:
- Multiple Cameras (NVIDIA)
- The Dagger Algorithm























Algorithms Used:
1. Policy Gradients
2. Monte Carlo Tree Search







} “Reinforcement Learning, 2nd Edition” by Barto
and Sutton


