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Content Generation

Artistic Tools





Emerging as powerful generative models, outperforming GANs







Learning to generate by denoising











Approximation



Approximate using a Gaussian Distribution



Minimize “distance”
between the distributions

This is equivalent to
minimizing



with



Which is the same as



where

Gaussian Distribution!

This implies



Is equivalent to

Estimate of that noise

Follows from and

So that









Downsampling

Upsampling
Use Conv2DTranspose
(see Chollet page 245)



(100,100,64) Conv2D(128,3,strides=2, padding=‘same’) (50,50,128)

(50,50,128) Conv2DTranspose(64,3,strides=2, padding=‘same’) (100,100,64)

Inverse Convolutions!

Example:



Time representation is similar to positional embedding in Transformers



Two aspects to image re-construction:
} Semantic Re-Construction: Reconstructing specific objects 

and how they relate to each other
} Texture Re-Construction: Difference in pixel content

Diffusion Models excel at Semantic Re-Construction, but spend a
lot of their processing on Texture Re-Construction





Text-to-image generation





} Das and Varma: Chapter Image Generation Using 
Diffusion Models, Chapter GenerativeModels


