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} The main difference between the Transformer used as Language Model, and the 
Transformer used for Classification is that when a sentence is fed into a Language Model 
Transformer during training, then the Attention calculations for word Xk cannot take into 
account words that occur after Xk. 

} For example the Attention calculations for X3 can take into account X3 itself as well as X1
and X2, but not X4 and X5.



} If the upper half of this matrix is set to -infinity, then 
row 𝑖 exhibits the correct dot product for computing the Self 
Attention for the ith term in the input sequence.

} The mathematical operation described above is called masking, 
and is implemented in Keras using the mask argument.

QKT = 



All the words are fed into the model together!







- nparams is the total number of trainable parameters, 
- nlayers is the total number of layers, 
- dmodel is the size of the embedding layer
- dhead is the dimension of each attention head. 

All models use a context window of nctx = 2048 tokens.



} In-context learning was popularized in the original GPT-3 paper as a way to use language models to learn 
tasks given only a few examples.

} During in-context learning, we give the LM a prompt that consists of a list of input-output pairs that 
demonstrate a task. At the end of the prompt, we append a test input and allow the LM to make a 
prediction just by conditioning on the prompt and predicting the next tokens. 

} To correctly answer the two prompts below, the model needs to read the training examples to figure out 
the input distribution (financial or general news), output distribution (Positive/Negative or topic), input-
output mapping (sentiment or topic classification), and the formatting.



Scaling Laws for Neural Language Models: https://arxiv.org/pdf/2001.08361.pdf
Training Compute Optimal LLMs: https://arxiv.org/pdf/2203.15556.pdf

https://arxiv.org/pdf/2001.08361.pdf
https://arxiv.org/pdf/2203.15556.pdf










The encoding component is a stack of encoders.
The decoding component is a stack of decoders 
of the same number.

Cross Attention



The decoder has an extra attention layer that helps it
focus on relevant parts of the input sentence



K, V Come from Encoder

Q comes from
Decoder



• The Queries come from the decoder layer
• The Keys and Values come from the output of the encoder.

This allows every position in the decoder to attend over all positions in
the input sequence







} The openAI transformer only trains a forward language 
model. Could we build a transformer-based model whose 
language model looks both forward and backwards

} Solution: BERT alleviates the unidirectionality constraint by 
using a “masked language model” (MLM) pre-training 
objective

https://arxiv.org/pdf/1810.04805.pdf

Cannot use “Predict the
Next Word” anymore

https://arxiv.org/pdf/1810.04805.pdf


Up to 15% of the words in a sequence are randomly selected for prediction. 
Out of these, 80% of the words are replaced by a special MASK token, 
10% of the words are left unchanged and the remaining 10% are replaced by a 
randomly selected word.



The span based training works as follows: 
- The length of the span is chosen randomly by sampling from a 

geometric distribution, and is limited to 10 words or less. 
- The start of the span is randomly selected using a uniform 

distribution. The Loss Function used to predict a word occuring
within the span is the sum of two loss functions:

• The first Loss Function is simply the Cross Entropy Loss associated 
with the word being predicted

• The second Loss Function is computed using the word immediately 
preceding the span AND the word immediately following the span, 
augmented with a position token for the location of the missing 
word within the span.





Consider that we have a text dataset of 100,000 sentences, so there 
will be 50,000 training examples or pairs of sentences as the training 
data.
• For 50% of the pairs, the second sentence would actually be the 
next sentence to the first sentence
• For the remaining 50% of the pairs, the second sentence would 
be a random sentence from the corpus
• The labels for the first case would be ‘IsNext’ and ‘NotNext’ for 
the second case









https://arxiv.org/abs/2010.11929





The most interesting observation from this graph is that the performance of the 
ViT models varies very strongly as a function of the training dataset size. 
Indeed with smallest dataset (ImageNet), the ResNet models outperform all 
the ViT models. With the intermediate size dataset ImageNet-21k, their
performances are about the same, while with the largest dataset, the best ViT
model performs better than all the ResNet models. From this we can conclude 
that the strong inductive prior built into ResNet models, that feature 
representations are only influenced by nearby features in the neighborhood, 
works well when the training set is not very large. However for large training 
sets such as the JFT-300M, learning the relevant attention patterns from the 
data works as well or better.



The plot illustrates that in the early layers, the query patch is already paying 
attention to patches that are far it, indeed it seems to be paying attention across 
a broad spectrum of all the patches in the sequence. In later layers on the other 
hand, the Attention seems to focused more on patches that are further away. 
This behavior is in contrast to that in ConvNets, in which the convulation in the 
early layers is influnced solely by pixels that are in the immediate neighborhood.



} Das and Varma: Chapter Transformers
} Chollet (2nd Edition): Chapter  11, 

Section11.4


