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Next: Transformers

Linear ! Dense Feed Forward ! ConvNets ! RNNs ! LSTMs ! Attention
Lecture 3 Lecture 4 Lecture 10-12 Lecture 13 Lecture 14 Lecture 16

Also used for Sequences

(vectors) (images) (sequences)



- Has made possible much larger models (higher capacity)
- Can be trained using Self Supervised Learning, so very

large datasets are available

Huge
Models

Huge
Datasets



} Sequential computation prevents 
parallelization

} Despite GRUs and LSTMs, RNNs still need the 
attention mechanism to deal with long range 
dependencies – path length for codependent 
computation between states grows with 
sequence

} But if attention gives us access to any state… 
maybe we don’t need the RNN?
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Embedded Word 
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Embedded Word Representation
in the context of the other words in the Sentence
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But this representation is only a function of the
words that came before it

Why not
make it a
function of
all the words
in the
sentence!

Use the Attention
Mechanism

How?





} The representation of each of the words is modified by every other 
word in the sequence by using the Self Attention mechanism

} The idea behind this architecture is that after several layers of Self 
Attention, each word develops a representation that takes into account 
all the other words that exist in the sentence.



} Meaning of a word is context specific:
◦ Example: Mark a Date vs Going on a date vs buying date at the 

market
} A Smart Embedding technique would provide a different 

vector representation for a word depending upon the other 
words surrounding it

} Self Attention: A way to make Word Representations Context 
Aware

} It does so by modulating the the word representation by 
using the representations of other words in the sentence.



How How to Compute the Self Attention Scores?



} Simplest way:

𝑎!" = 𝑥! ∘ 𝑥", 1 ≤ 𝑘 ≤ 𝑛
𝑤!" = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥" 𝑎!"

This technique does not involve any learning
since there are no parameters



} The initial word embeddings are sent through 
3 independent sets of dense projections, 
resulting in 3 separate vectors (per word)

These matrices
are learnable!





Summarized as:

Q=WQX; K=WKX; V=WVX









Both these
networks have

the same
parameters



Words in a sentence
can relate to each

other in many
different ways
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A Single
Layer



} Batch Normalization vs Layer Normalization 

B1  B2   B3
A1

A2

A3

Batch Number

Node
Activations

Batch Normalization

Layer
Normalization
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Modularity: All elements of input sequence share the same parameters: 
RNN like property

Parameters
not shared

Between layers





} Positional information arises naturally in 
RNN/LSTMs

} Transformer Architecture is invariant to 
permutations of the input sequence

} This is a problem if the position is important
Example: NLP 





(a) (b)

https://tow
ardsdatascience.com

/deconstructing-bert-distilling-6-patterns-from
-100-m

illion-param
eters-b49113672f77

Attention to Next Word
Similar to a Backwards RNN

Attention to Prior Word
Similar to a Forward RNN



(c) (d)

Attention to Similar Words





1D Global Max Pooling

Dense

Encoder Only
Architecture

Softmax



} Das and Varma: Chapter Transformers
} Chollet (2nd Edition): Chapter  11, 

Section11.4
} http://jalammar.github.io/illustrated-transformer/

http://jalammar.github.io/illustrated-transformer/

