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X = (x1, x2, …, xn)

Input: Tensor

Deep Learning
Network

P(Y = cat|X)

P(Y = dog|X)

P(Y = car|X)

.

.

.

Output: Probability Distribution

Y = f(X)



Y depends on the sequence (X1,…,Xi)
We need to Estimate P(Y|X1,…,Xi)

X1

Xi

P(Y|X1,…,Xi)

What is wrong with this?

.

.

.

Is there a single network that works irrespective of the
length of the sequence?

Neural Network

DFNs and CNNs are not Modular: Larger input requires a larger network



Y depends on the sequence (X1,…,Xi)
We need to Estimate P(Y|X1,…,Xi)

X1

Xi

P(Y|X1,…,Xi).
.
.

Can a single network to estimate P(Y|X1,…,Xi) 
irrespective of the length of the sequence?

Neural Network

Input is a
Sequence

Examples:
X = word ! Sequence of X = sentence
X = image ! Sequence of X = Video clip
X = audio sample ! Sequence of X =Audio Clip



.

.

.

Context
Trained

Neural Network

Y1
Y2
Y3
.
.
.

Given a Context, can the Network generate a Sequence
associated with the Context?

The Inverse Problem

If the context is another sequence (X1, X2, …, Xn) then this
corresponds to Machine Translation



ConvNets finds patterns in space, but what 
about patterns in time?

Why is this important?
• Language – Word Sequences
• Video – Picture Sequences
• Sound
• Musical Notes
• Financial Data





Prediction Problems involving Sequences

Predict the next word
in a sentence Predict the next

musical note

Predict the stock price
for tomorrow

Classification
Prediction
Generation



} RNNs were first proposed in the 1970s
} The Back Propagation Through  Time (BPTT) training 

algorithm was discovered in the 1980s
} Progress in the area was held up due to the difficulty in 

training RNNs – The Vanishing Gradient Problem
} LSTM (Long Short Term Memories) were introduced in the 

early 1990s – Solution to Vanishing Gradients
} Transformers: Introduced in 2016, a generalization of the 

RNN architecture
} Several recent successes:
◦ Google Translate: Now entirely based on LSTMs
◦ Speech Transcription Systems: State of the Art Performance
◦ Image Captioning





How can we compute P(Y|X1,..,Xi) = h(X1,X2,…Xi) for 
variable number of inputs, using a single model?

Define a State Variable (or Hidden Variable Z), such that
Z0 = X0
Zi = f(Zi-1,Xi), i = 1, 2, …

Define the output as a function of the State Variable
Yi = h(Zi), i = 0, 1, 2, …

Then
Y0 = h(Z0) = h(X0)
Y1 = h(Z1) = h(f(Z0,X1)) = h(f(X0,X1))
Y2 = h(Z2) = h(f(Z1,X2)) = h(f(f(X0,X1),X2))

The sequence Yn can be
described using only two functions

f and h



Z0 = X0
Zi+1 = f(Zi,Xi+1), i = 0, 1, …

Yi+1 = h(Zi+1), i = 0, 1, 2, …

How can we represent these equations as a 
Neural Network?





X

Z

Y

U

V

W

delay of 
1 time-step



X

Z

Y

delay of 
1 time-step

- The state Z becomes a hidden layer
in a Neural Network

- Z is a function of not just input X
but also the previous value of the state



Represents the network at different
instants in time

Logit
Layer



} ConvNets detect patterns in space. Since the same filter is 
used at all spatial locations, this results in translational 
invariance

} RNNs detect two types of patterns:
◦ Patterns that occur at a particular instant in time
◦ Patterns that are spread over time

Hence when a RNN makes a classification, its 
decision is influenced not only by the current input, 

but what has happened in the past



} How pattern recognition in Convnets differs from 
that in RNNs 
◦ ConvNets slide a single filter over the entire image

RNNs slide a single filter over the entire input sequence => 
Translational Invariance in time.

ConvNets 

RNNs   

Translational Invariance
in Space

Translational Invariance
in Time



} How data representation in the Hidden Layer in 
RNNs is different from that in ConvNets 
◦ Higher Layers in ConvNets create representations at higher 

levels of abstraction
◦ The Hidden Layer in RNNs captures patterns that are spread 

in time, but at the same level of abstraction



Deep RNNs

Looks for temporal
Patterns at the first
Level of abstraction

Looks for temporal
Patterns at the second
Level of abstraction



X1 X2 X3

Z11

U1

W1
Z12

U1

W1

Z13

U1

Z21

U2

W2
Z22

U2

W2

Z23

U2

Output is determined
By Past as well as
Future Inputs

Detects temporal
patterns from past
and future

Example: Natural 
Language Processing

Y
V

Concatenate

Bi-Directional RNNs

Richer representation
of the Sequence





Applications:
• Prediction Problems
• Sentiment Classification
• Video Activity Recognition
• DNA Sequence Analysis



Applications:
• Machine Translation
• Speech Transcription
• Auto Reply
• Question Answering

Summarizes Input
Sequence

The output of the network is a Word Sequence

Auto Regressive Generation



Context – A high level representation

Examples:
- An Image
- A sound waveform

A sentence related to the context  
Using a Language Model

The output of the network is a 
Word Sequence

Auto Regressive Generation
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A Single Sample into a RNN
is a 2D Tensor

Depth of the network is now
A function of the input sequence size



X1=(x11,…,x1n)

Z1

U

W
Z2

U

W

Z3

U

32 32 32

32 32 32

Y

V

X2=(x21,…,x2n) X3=(x31,…,x3n)

The matrix X(1) forms a single training sample

x11   x12   . . .   x1n   

features

x21   x22   . . .   x2n  

x31   x32   . . .   x3n  

X(1) X(2) X(N). . . 

X(1) = 

Training Data Set

Final Representation

Logits



t =  1
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t = 3
.
.
.
.
t = n

x11   x12   x13   x14. . .  

1     2     3    . . . 32       
features

x21   x22   x23   x24. . .  
A Batch of Data Samples form a

3D Tensor: (sample x time x features)
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500

Size of Dictionary

Load the data as lists of integers

Turns the lists of integers into a 2D
integer tensor of shape (samples,maxlen)



Review 1

Review 2

.

.

.

Embedding each word
using a 100 Dimensional vector

500

500

500

32

32



Xi
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Ai=word 1 Ai+1=
word 2

Ai+500=
word 3

10K 10K 10K

E E EEmbedding
Matrix

1-Hot Vector

Embedded Vector

YV

500

Inputting a Single
Review into the RNN

Logit

Final
Representation

32





} In general: The RNN is fed with input data of 
shape
(# samples, time, features)

sample 1

time

features

sample 2

time

features

. . . 

What about higher dimensional sequences such as video? 
Each video clip has shape (time, height, width, depth)
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C C CConvNet

Video Frames

1-D
Representation
of Image Frame
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Xi

Zi
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All the state values
are retained

32 32 32

32 32 32

Ai Ai+1 Ai+2
10K 10K 10K

E E E

A(1*10K)E(10K*32)=X(1*32)

Embedding
Matrix

1-Hot Vector

with
return_sequences = true

Embedded Vector

Y

V





Xi Xi+1 Xi+2
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Embedding
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1-Hot Vector

Z2i
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32 32 32

Embedded Vector

Y

V

Stacking
Multiple 
Layers





Xi

Zi
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dropout

recurrent_dropout



} Das and Varma: Chapter RNNs
} Chollet, Chapter 10


