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} Enables the use of Pre-Trained Models
◦ Pre-Training is usually done with very large 

datasets, using Large Models
} You can take the Pre-Trained Model and Fine 

Tune it for your own Dataset





} Small Filters
} Bottlenecking
} Split-Transform-Merge (Grouped Convolutions)
} Depthwise Separable Convolutions
} Residual Connections

} Average Pooling
} Dispensing with Pooling Layer
} Dispensing with Fully Connected Layers
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Benefits:
Less number of Parameters
More Non-Linearity

Better to use 3 Layers of 3x3 Filters
rather than a single 7x7 Filter

Replace this
With this
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Uses:
- Compress the number of Activation Maps
- Reduce number of parameters/computations

- Filtering across multiple Activation Maps
- No Spatial Filtering (in a single Map)

Spatial
FilteringDepthwise

Filtering
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Split up the input channels into 2 groups
and in parallel process each group with smaller filters
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Replace

By

Benefits:
- Better performance:

Activation Maps in a
Group Tend to learn
similar features

- Decrease in number of
computations in
proportion to number of
groups
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Standard Convolutions have a
computational cost of:
DK . DK . M . N . DF . DF

Depthwise Separable Convs have a
computational cost of:
DK . DK . M . DF . DF + M . N . DF . DF

DK: Size of Filter
M: Number of Input Activation Maps
N: Number of Output Activation Maps
DF: Size of Output Activation Map

Reference: https://arxiv.org/pdf/1704.04861.pdf
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Pre-Trained on ImageNet

Using Transfer Learning it is possible to
Use these models for non-ImageNet problems





• AlexNet replaced the tanh() activation function used in LeNet5, with the ReLU function and 
also the MSE loss function with the Cross Entropy loss.

• AlexNet used a much bigger training set. Whereas LeNet5 was trained on the MNIST 
dataset with 50,000 images and 10 categories, AlexNet used a subset of the ImageNet 
dataset with a training set containing 1+ million images, from 1000 categories.

• AlexNet used Dropout regularization (= 0.5) to combat overfitting (but only in the Fully 
Connected Layers). 







- Modular: Same block repeated multiple times
- Pyramid like structure: Number of Activation

maps increases, while their size decreases







Multiple Outputs















Global Average
Pooling











Fundamental New Idea: Residual Connections









} The Loss Surface has become much more smooth and convex in shape, which makes it easier 
to run the SGD algorithm on it. 

} In contrast, the chaotic shape of the Loss Surface without residual connections makes it very 
easy for the SGD algorithm to get caught in local minimums.

[Li, Xu et.al.] (https://arxiv.org/pdf/1712.09913.pdf)

https://arxiv.org/pdf/1712.09913.pdf


} Networks with a smaller number of layers, such as the 20 layer ResNet on the LHS, exhibit fairly 
well behaved Loss Surfaces, even in the absence of Residual Connections. Hence Residual 
Connections are not essential for smaller networks.

} Networks with a larger number of layers on the other hand, start to exhibit chaotic non-convex 
behavior in their Loss Surface in the absence of Residual Connections.

[Li, Xu et.al.] (https://arxiv.org/pdf/1712.09913.pdf)

https://arxiv.org/pdf/1712.09913.pdf


} In a network with no Residual Connections, there exists only a single forward path and all data 
flows along it. However in a network with n Residual Connections, there exist 2n forward paths. 
This is illustrated  for the case 𝑛=3. The 8 separate forward paths that exist in this network are 
shown in Part (b) of this figure. 

} As a result, the network decisions are effectively made by all of these 8 forward paths, that are 
operating parallel. This is very much like what is done in the Ensemble method, in which multiple 
models operate in parallel to improve model accuracy.

[Veit, Wilbur, Belongie] (https://arxiv.org/pdf/1605.06431.pdf)

https://arxiv.org/pdf/1605.06431.pdf


} They furthermore showed that gradient flow in the backwards direction is dominated by a few shorter paths. This 
is illustrated in the figure which has results for a network with 54 Residual Connections. Part (a) of this figure 
shows the distribution of the path lengths in this network, while Part (b) plots the gradient magnitudes. 

} They further multiplied the gradient magnitudes with the number of pathlengths for a particular path, and and 
obtained the graph in Part (c). As can be seen the majority of the gradients are contributed by path lengths of 5 
to 17, while the higher path lengths contribute no gradient at all. 

} From this they concluded that in very deep networks with hundreds of layers, Residual Connections avoid the 
vanishing gradient problem by introducing short paths which can carry the gradient throughout the extent of 
these networks.

[Veit, Wilbur, Belongie] (https://arxiv.org/pdf/1605.06431.pdf)

https://arxiv.org/pdf/1605.06431.pdf


Chollet Page 253



Chollet: Page 260





Grouped Convolutions

101 Layer ResNext has better Accuracy than a 200 Layer ResNet



Instead of addition, uses concatenation of
activation maps to combine layers





• No pooling, downsampling done
using strided convolutions

• 95% of the computations done in
1x1 convolutions, which can be
implemented very efficiently



This is a type of Regularization!





A way in which Convolutional Networks can be 
used for:
- Natural Language Processing
- Tabular Data (CSV or Excel)
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} 1-D Convolutions can be used to process 1D 
input data. Examples:
◦ NLP
◦ Tabular Data: Good alternative to using Dense Feed 

Forward Networks
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} Das and Varma: Chapter ConvNetsPart2
} Chollet Chapter 9, Section 9.3


