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Dense
FeedForward

Transformers

Generative
Models

Generative Models:
- Diffusion Models
- Auto Regressive
- VAEs



Import Dataset
(already in Tensor form)

Data Reshaping
+
Data Normalization

Label Conversion from Sparse to
Categorical (1–Hot Encoded)

Define the Network

Compile the Model



Input Convolutional Layers Fully Connected
Layers

- Can process images in their native
3D format

- Require much less parameters
- Have built in priors about the

structure of images



Google Photos, Google Image Search, YouTube, Video Filters in Camera Apps,
Self Driving Cars, robotics, Medical Diagnosis, Game Playing Systems









Deep Dream Neural Style Transfer
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} Consider a typical image consisting of 200×200×3 pixels, 
which corresponds to 3 layers of 200×200 numbers, one for 
each color Red, Green and Blue.
Hence the input consists of 120,000 numbers

} Given a typical dense feedforward network with 100 nodes in 
the first hidden layer, this corresponds to 12 million weight 
parameters needed to describe just this layer.

The Parameter Explosion Problem



Flattening causes loss of structural information
from the image



10 Templates



} Trying to detect the whole object with a single filter
} Too many parameters
} Lack of translational invariance

CNNs
Solve All
These
Problems

Build in the prior that a pattern remains the
same irrespective of where it is located

Need two different
filters to detect these

two objects





Local Filtering
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} Translational Invariance
◦ Since the same Filter is used at all locations in the 

image, CNNs are able to detect a pattern 
irrespective of where it occurs in the image

} Reduction in Number of Parameters
◦ Instead of 32*32*3+1 = 3073 parameters, need 

only
5*5*3+1 = 76 parameters!!

Results in Higher Model Capacity



To Detect Multiple Shapes!



How many Activation Maps needed?



A Node in
the Dense FF
Architecture
turns into
an Activation Map
in a ConvNet

Results in more 
nodes but
less parameters!

Implications:
- Need less training data
- Need more processing





Input Layer           Hidden Layer 1              Hidden Layer 2
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Zero

Zero Padding = 2  ! 36 X 36 X 3

Zero Padding =1  ! 34 X 34 X 3 





These Numbers tell us whether
a pattern is present at the 16 locations 

These numbers give the
same information, but some

of the locality info is lost



No Additional Parameters Needed!
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} Chapters 12: ConvNets Part 1
} Chollet: Chapter 8, Section 8.1


